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ABSTRACT

In engineering, the word interaction and learning
can cover many aspects of processes of intelligent sys-
tems. In this paper, we regard the process of the inter-
action as transition of the status of an interface between
them. From this point of view, we give a formal model of
interaction and learning based on a learning system called
classifier system. Firstly, we show a generall view of in-
teraction by focusing on the role of interface. Then, the
role of interface is formulated as function using the idea
of relational theory of meaning in Situation Semantics.
By applying the formulation, the interaction between the
classifier system and the environment is defined formally
in a mathematical framework of information flow called
Channel Theory. In accordance with this formulation, we
present an alternative view of the concept of learning, that
is, learning is a process of defining a function of interface
between the learning system and the environment.

INTRODUCTION

The word interaction and learning can cover many
aspects of processes of intelligent systems. In engineer-
ing, the interaction has a mission to complete: we need
to make or change intelligent systems to do certain jobs
in an environment. Therefore, the changes caused by the
interaction cannot be anything but something effective to
the mission. When we successfully make the intelligent
systems to do the jobs in the environment, these processes
of interaction can be seen as a general view of the learn-
ing.

There can be two different points of view to look at
the change in the process. One is focusing on the status
of intelligent systems or the environment, and the other
is focusing on the relation between them. In the former
view, the process of interaction can be regarded as a tran-
sition of internal status of intelligent systems and the en-
vironment. In the latter view, the process can be regarded
as a transition of a relation between them. The latter is
our standpoint in this paper and we regard the process
of the interaction as transition of the status of a interface
between them.

From this point of view, we give a formal model of
interaction and learning based on a learning system called
classifier system (CFS)[1]. Firstly, we show a generall
view of interaction by focusing on the role of interface.
Then, the role of interface is formulated as function us-
ing the idea of relational theory of meaning in Situation
Semantics[2]. By applying the formulation, the interac-
tion between the classifier system and the environment
is defined formally in a mathematical framework of in-
formation flow called Channel Theory[3]. In accordance
with this formulation, we present an alternative view of
the concept of learning, that is, learning is a process of
defining a function of interface between the learning sys-
tem and the environment.

TRANSITION OF INTERACTION

Generally speaking, when we interact with an en-
vironment, we first make approach to them and change
some parts of them using our knowledge. Consequently,
we know more about the environment, and we come to
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feel familiar with them. We need to examine the envi-
ronment carefully and apply, or rather, externalize our
knowledge to make them effective to a mission, while
sometimes we are forced to accept them as it is. When
we successfully do the job in the environment, the inter-
action leads our confrontation with the environment to
consistency. This dialectic is sometimes referred as the
movements from thesis to antithesis, and to synthesis.

Among the interactions in engineering environment,
the fundamental one is a human-environment interaction.

human environment�� (1)

In this stage of interaction, the human is confronted with
the environment and can hardly control it. This interac-
tion is divided into human-intelligent system and intelli-
gent system-environment interactions by placing an intel-
ligent system between them.
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This triangle is a basic scheme of interactions in intel-
ligent system environment where the intelligent system
itself is an interface in the human-environment interac-
tion.

By following Simon’s view [4] of considering an
intelligent system as an interface between its inner and
outer environments, a human is included in the inner
environment of the intelligent system. Therefore, the
scheme turns into the following, where the arrow “

� � � � � � ��” between the human and the environment stands for a
part-whole relation.
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To be included in the inner environment, the human has
to be familiar enough with the intelligent system, in
other words, the intelligent system(interface) has to be
regarded as the externalization of knowledge of the hu-
man.

On the other hand, the environment remains un-
known to the human-intelligent system at this stage.
When the intelligent system has the learning ability, it
can increase the knowledge of the environment through
the interaction. At a certain stage when it has enough
knowledge to use and control the environment, it can be
regarded that it virtually includes its outer environment
in its own inner environment. The scheme now looks like

the following.
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(4)
On this stage, we successfully make the intelligent sys-
tem to do the job in the environment, and the interaction
leads our confrontation with the environment to consis-
tency.

All of this amounts to saying that the process of an
interaction can be seen as the transition of the state of the
interface from (1) to (4). To put it another way, the role
of the interface in the process is to prompt the transition.
By formulating the function of an interface based on Sit-
uation Theory, we can construct a mathematical model of
interactions.

A RELATIONAL THEORY OF FUNCTION OF IN-
TERFACE

Situation Theory[2] is a mathematical theory of
meaning to clarify problems in the study of informa-
tion. In Situation Theory, the world is viewed as a col-
lection of objects, sets of objects, properties, and rela-
tions. Infons are discrete items of information and real
situations are objects which describe parts of the real
world, i.e., real environment[7]. Infons[8] are denoted
as � R, a1, . . . , ai; i � where R is an n-place relation,
a1, . . . , ai are objects appropriate for the respective argu-
ment places of R, and i is the polarity (0 or 1). If i = 1
(resp. i = 0) then the informational item that stand (resp.
do not stand) in the relation R is denoted. Abstract sit-
uations are also proposed in [8] and an abstract situation
is defined as a (possibly non-well-founded) set of infons.
The meaning ‖Φ‖ of an assertive sentence Φ is a relation
between the utterance u with the described situation e and
write u‖Φ‖e. This theory is called the relational theory
of meaning.

‖Φ‖

u e
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The role of interface – intelligent system – is formu-
lated as function by applying the idea of relational theory
of meaning[9]. The inner environment of the interface,
i.e., human and the outer environment of the interface are
two situations, that is, parts of the real world, and the
function of the interface is formulated as a pair of the
inner and the outer environment in the same way as the
meaning of an expression in Situation Theory is formu-
lated as a pair of the utterance situation and the described
situation. The function ‖I‖ of the interface I is a relation
between the inner environment i with the outer environ-
ment o of the interface and write i‖I‖o. Following the



Situation Semantics, this formulation is called the rela-
tional theory of function.
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A FORMAL ANALYSIS OF INTERACTION AND
LEARNING

By applying the relational theory of function, the in-
teraction between classifier system and environment is
defined formally in a mathematical framework of infor-
mation flow called Channel Theory. Channel Theory is a
mathematical theory to give an account of the flow of in-
formation. Classification is a mathematical structure for
classifying objects introduced in [3].

Definition 1. We say a triple A =
〈tok(A), typ(A), |=A〉 is a classification if tok(A)
and typ(A) are sets, |=A is a binary relation between
tok(A) and typ(A). We call tok(A) and typ(A) the
sets of tokens and types of A respectively.

Definition 2. Given classifications A and B, the sum
A+B of A and B is the classification defined as follows:

1. The set tok(A + B) is the Cartesian product of
tok(A) and tok(B). The tokens of A+B are pairs
〈a, b〉 of tokens, a ∈ tok(A) and b ∈ tok(B).

2. The set typ(A+ B) is the disjoint union of typ(A)
and typ(B). The types of A + B are pairs 〈i, α〉,
where i = 0 and α ∈ typ(A) or i = 1 and β ∈
typ(B).

3. The classification relation |=A+B of A + B is de-
fined by

〈a, b〉 |=A+B 〈0, α〉 ⇔ a |=A α,

〈a, b〉 |=A+B 〈1, β〉 ⇔ b |=B β.

Information flows from one classification to the
other along with an infomorphism.

Definition 3. Let A and B are classifications and fˆ :
typ(A) → typ(B) and fˇ : tok(B) → tok(A) are
maps. f = 〈f ,̂ f 〉̌ is said to be an infomorphism and
write f : A � B if fˆ and fˇ satisfies the fundamental
property of infomorphism:

f (̌b) |=A α ⇐⇒ b |=B f (̂α)

for any α ∈ typ(A) and b ∈ tok(B).

With two classification diagrams, infomorphisms
can be depicted as follows. The notion of an infomor-
phism f : A � B gives a mathematical model of the

whole-part relationship, i.e., a whole modeled by a clas-
sification B and that of a part modeled by a classification
A.

typ(A) typ(B)

tok(A) tok(B)

|=A

�fˆ

|=B

�fˇ

Definition 4. Let A and B are classifications. There are
natural infomorphisms ϕA : A � A + B and ϕB :
B � A + B defined as follows:

1. ϕA(α) = 〈0, α〉 for each α ∈ typ(A),

2. ϕA(β) = 〈1, β〉 for each β ∈ typ(B), and

3. for each pair 〈a, b〉 ∈ tok(A + B), ϕA(〈a, b〉) = a
and ϕB(〈a, b〉) = b.

In Channel Theory, a binary channel is a connection
between two classifications. We can say that an infomor-
phism is a special case of channels.

Definition 5. A channel is a set C = {f : A � C, g :
B � C} of infomorphisms. C is called the core of the
channel C.
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Theory is considered to be a set of sentences with
some kinds of notions of entailment between theories and
sentence.

Definition 6. A theory is a pair T = 〈typ(T ),�T 〉 of a
set typ(T ) and a binary relation �T on subsets of typ(T ).
A sequent 〈Γ, ∆〉 of subset of typ(T ) is said to be con-
straint of T if Γ �T ∆, and T-consistent if Γ 
�T ∆. T is
inconsistent if there is no T -consistent sequent in �T .

A theory T is regular iff T satisfies the following for
all types α and all sets Γ, Γ′, ∆, ∆′ of types:

1. Weakening: if Γ �T ∆ then Γ ∪ Γ′ �T ∆ ∪ ∆′,

2. Partition: if Γ 
�T ∆ then there is a partition 〈Γ′, ∆′〉
with 〈Γ, ∆〉 ≤ 〈Γ′, ∆′〉 such that Γ′ 
�T ∆′.

CLASSIFIER SYSTEM

The CFS is a kind of production system with general
mechanisms for processing rules in parallel, for adaptive
generation of new rules, and for testing the effectiveness
of existing rules. The rules consist of a condition and an
action. The action can make true the condition of another
rule. The action of a rule can also perform actions on
the environment. A CFS consist of the following four
components:
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Figure. 1: Classifier System (CFS)

• message list,
• classifier list,
• input interface, and
• output interface.

The message list of the CFS plays the role of the database
of the production system. A rule will be activated if the
messages in the list satisfy the conditions. Activated rules
may then place their actions in a new message list. The
classifier list stores the rules called classifiers. In classi-
fiers, the conditions are strings consisting of zeroes, ones
and wildcards. These will be matched against the mes-
sages in the message list, which are ordinary bitstrings.
The action part of a classifier also consists of ordinary
bitstrings. The CFS takes an input from input interface,
coded as a message. This message then activates classi-
fiers which can then activate other classifier, or produce
an output to the environment. In Figure 1, the main com-
ponents of the CFS are shown.

The CFS and the environment can be considered to
have a set of abstract situations and a set of real situa-
tions, respectively. There are two kinds of messages in
the message lists of the CFS, the input messages and the
output messages. The input messages are messages that
are compared with information coming from the environ-
ment, and the output messages are actions sent to the en-
vironment. The input messages are used to classify the
abstract situations to convert the messages into another
kind of messages, that is, the output messages.

Definition 7. A situation theoretical classifier system Cs

is a sum Ci+Co of classifications called an input classi-
fication and an output classification, respectively. Ci and
Co are defined as follows:

1. typ(Ci) is a set of input messages,
2. typ(Co) is a set of output message,
3. each tok(Ci) and tok(Co) is a set of abstract situa-

tions,
4. and the classification relation |=Ci+Co is defined as

〈mi, mo〉 |=Ci+Co 〈0, δ〉 ⇔ mi |=Ci
δ,

〈mi, mo〉 |=Ci+Co 〈1, σ〉 ⇔ mo |=Co
σ

for each mi ∈ tok(Ci), mo ∈ tok(Co), δ ∈
typ(Ci) and σ ∈ typ(Ci).

The Environment of the CFS can be formalized in
the same way that an situation theoretical environment
classification Es is a sum Ei + Eo of classifications
called an input environment and an output environment,
respectively.

Definition 8. An situation theoretical environment clas-
sification Es is a sum Ei + Eo of classifications called
an input environment and an output environment, respec-
tively. Ei and Eo are defined as follows:

1. typ(Ei) is a set of input messages, i.e., messages
sent to CFS through the interface,

2. typ(Eo) is a set of output message, i.e., messages
sent by the interface of CFS, and

3. each tok(Ei) and tok(Eo) is a set of real situations,
i.e, the world,

4. and the classification relation |=Ei+Eo is defined as

〈mi, mo〉 |=Ei+Eo 〈0, δ〉 ⇔ mi |=Ei δ,

〈mi, mo〉 |=Ei+Eo 〈1, σ〉 ⇔ mo |=Eo σ

for each mi ∈ tok(Ei), mo ∈ tok(Eo), δ ∈
typ(Ei) and σ ∈ typ(Ei).

After defining the CFS and the environment as clas-
sifications, namely Cs = Ci + Co and Es = Ei + Eo,
the interaction between them can be considered as a flow
of information between these two classifications. By fol-
lowing the main cycle of the learning process of classi-
fier systems in [10], we explain how this interaction takes
place in the goal state.

1. Read input messages from sensors:

For each ii ∈ tok(I i), δc ∈ typ(Ci) and δe ∈
typ(Ei), an input interface classifier Ii conveys δe
to δc through ii.

Ii

Ci Ei
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2. Find classifiers that match the condition part of
them:

Since there are natural infomorphisms ϕi : Ci �
Ci + Co and ϕo : Co � Ci + Co, a type δc of
typ(Ci) has a connection with ϕi(δc) = 〈0, δc〉 in
typ(Ci+Co). Then a token 〈mi, mo〉 of tok(Ci+
Co) such that 〈mi, mo〉 |=Ci 〈0, δc〉 is found by the
match procedure in the CFS.

Ci Ci + Co Co
�ϕi �ϕo



3. Fire the fireable classifiers:

As a consequence of the previous step, a type σc of
typ(Ci + Co) such that 〈mi, mo〉 |=Co 〈1, σc〉 is
found and place σc in typ(Co) by the function ϕo.

4. Send an output message to the environment through
the output interface:

For each io ∈ tok(Io), σc ∈ typ(Co) and σe ∈
typ(Eo), an output interface classifier Io conveys
σc to σe through io.

Co Eo

Io
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5. Iterate:

Repeat from step 1 to step 5.

The multiple interaction between them will ultimately
lead to the states in which the CFS transforms the ini-
tial problematic states into goal satisfying states. In other
words, when all the abstract situations in the CFS can be
connected with all the real situations that are necessary
to the task through the interfaces, the learning process is
completed.

A RELATIONAL THEORY OF INTERACTION AND
LEARNING

This situation can be modeled by two interface chan-
nels between Cs and Es, that is, when the interface chan-
nels can be defined between Cs and Es, the learning pro-
cess reached the goal states. A core of input interface
channel Ii is a core of the channel between Eo and Co,
which conveys an input messages from an input environ-
ment Ei to an input classifier Ci. A core of output inter-
face channel Io is a core of the channel between Eo and
Co, which convey output messages from the output clas-
sification Co to an out put environment Eo. If there are
cores I i and Io in below diagram, the learning is com-
pleted. A diagram of a goal state CFS can be depicted as
follows.
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Here the arrows “ � � ��” between classifications stands for
a part-whole relation, i.e., infomorphism.

Given the complexity of realistic environment and
the limitation of learning ability of a realistic CFS, it is
generally unreasonable to assume that the CFS could be
in the goal states, or rather, it is usually far from the goal
states. To model such realistic states, we introduce the
notion called local logic that was proposed in [3] to cope
with logics that are both unsound and incomplete. A lo-
cal logic is a triple L = 〈C, T, N〉 where C is a clas-
sification, T is a regular theory on typ(C), and N is a
subset of tok(C) called the normal token such that ev-
ery element in N satisfies every constraints in T . Let
C = {f : A � C, g : B � C} be a channel and
L = 〈C, T, N〉 be a local logic. Then, an information
a |=A α (a ∈ tok(A) and α ∈ typ(A)) in A flows to
B as b |=B β (b ∈ tok(B) and β ∈ typ(B)) if and
only if there is a token c ∈ N (N ⊆ tok(C)) such that
f (̌c) = a, ǧ (c) = b, and f (̂α) �T ĝ (β). By using lo-
cal logic, we can describe the problematic states between
realistic CFS and an environment. When a token of the
input interface classification li ∈ tok(Ii) is not a member
of the normal token Ni of I i, it can happen that li fails to
connect some of the types of Ci and Ei. Consequently,
the CFS cannot have sufficient information to solve a task
and the system will fail to accomplish a given task in its
initial problematic states. A diagram of a realistic state
CFS can be depicted as follows.
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In terms of the information structure of the inter-
faces, the process of an interaction between the CFS and
the environment can be seen as the transition of the state
of the interface from (1) to (4) in the previous section,
that is, part-whole relations in (3) and (4), and interac-
tions in (1) to (3). The channel at the goal state stands
for the last stage interface in (4). In addition, the interac-
tion between a CFS and human can be seen as the same
way as explained above by modeling our knowledge in
the form of classification. This could lead to the alter-
native view of learning: learning is a process of defining



functions of interface between the intelligent systems and
the environment.
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To turn the relation between i and o from (7) – an ini-
tial problematic state state – into (8) – a goal state, the
internal information structure of I has to be changed to
form the part-whole relation. Recall that the function ‖I‖
of the interface I is a relation between the inner environ-
ment i with the outer environment o of the interface and
write i‖I‖o. The transition from (7) to (8) is actually an
activity of defining the function of I.

‖I‖

i o
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When a internal state in the interface I can successfully
connect an abstract situation in human with a real situ-
ation in environment, an activity of learning process is
accomplished and a function of the internal state defined
as a relation between a state of human and the environ-
ment. After sufficient interactions taken place between
them, from the information structural view, it can be re-
garded that human and the environment are virtually in-
cluded in the interface, i.e., intelligent system. At this
stage, human successfully make the intelligent system to
do the job in the environment, and the interaction leads
our confrontation with the environment to consistency.

Recent research on interactive learning systems,
such as Interactive Classifier Systems (ICS) and Interac-
tive Genetic Algorithms (IGA), could be benefited from
this kind of view, since the efficiency of the interactive
learning process largely depends on the structures of in-
terfaces between the systems and human and our models
proposed here could give clear indications of their formal
structures.

CONCLUSION

In this paper, we proposed a formal model of inter-
action and learning based on classifier system. The role
of interface is formulated using the idea of relational the-
ory of meaning in Situation Semantics. By applying the
formulation, the interaction between the classifier system
and the environment is defined formally in a mathemat-
ical framework of information flow called Channel The-
ory. In accordance with this formulation, we present an

alternative view of the concept of learning, that is, learn-
ing is a process of defining a function of interface be-
tween the learning system and the environment.
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