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ABSTRACT 

 
This paper discusses a computer vision based 

approach for enhancing a common device (display) with 
machine perception capabilities. Using techniques for 
assessing the distance and orientation of a target from the 
camera, a “smart device” becomes aware about user’s 
presence and his interaction intentions. In other words, the 
“smart device” is aware when it becomes the user’s focus 
of attention and it knows to respond accordingly. Our 
solution uses low-cost cameras adapted with infrared 
technology and is designed to be robust to lighting 
variations typical of home and work environments.   
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INTRODUCTION 
 
Considering ubiquitous computing from the 

standpoint of the user, an important departure compared to 
the current model of interaction with comp uting devices, 
concerns the notion of implicit input. Implicit input [1] 
entails that our natural interactions with the physical 
environment provide sufficient input to a variety of non-
standard devices without any further user intervention. 
Such automatically captured input contrasts the current 
model of interaction where the user has to perform several 
secondary tasks relating to the operation of the computing 
device in order to achieve their primary task. 

Implicit input can be achieved with a variety of 
technologies (pressure sensors, video cameras, radio-
frequency tags, fingerprint readers), which are integrated 
in objects commonly found in our environment (chairs, 
tables, displays). This paper discusses an application of 
computer vision techniques to support implicit input in 
ubiquitous computing environments. In particular, we 

discuss the detection of a person proximity to an object of 
interest and whether he is facing towards the object. This 
helps to estimate whether that objects becomes user’s 
focus of attention. The intuitive idea that people will face 
objects they are interested in, before starting the 
interaction itself, is supported by some empirical research 
at Microsoft [2].  

There has been significant research for proximity 
detection indoors.  Existing solutions address the problem 
at different scales and varying resolutions [3]: building 
level, room level and sub-room level. The solution 
proposed in this paper falls is suitable for the last of the 
three categories. 

We found that the main technologies used to address 
this problem (localization at sub-room level) are based on 
ultrasonic and computer vision.  

In [4] and [5], they propose a system called Active 
Bat that uses a grid of fixed receivers to detect ultrasonic 
pulses emitted by small badges that can be carried by 
users. The transmitters and receivers are synchronized 
using RF pulses. In order to estimate the orientation of the 
person, the signal from two transmitters can be used. 

The Cricket system presented in [6] is also using a 
combination of ultrasonic and RF pulses. Transmitters 
placed in the environment periodically send their location 
as a radio signal. Receivers carried by the user can 
measure the delay in receiving the ultrasonic pulse and 
thus estimating person’s position. 

Computer vision solutions rely on the detection of a 
badge carried by the user or by face detection. The TRIP 
system described in [7] uses cameras to recognize circular 
identifying both the pattern and the location and 
orientation of the person with respect to the camera. The 
pattern encoded on the circular sectors can be used also 
for person identification. 

In [8] and [9] two different solutions based on face 
detection are proposed. In [8], they use a stereovision 
system in order to make a 3D reconstruction of the face, 
and subsequently to track and recognize the face pose, 
thus estimating the user’s focus of attention. In [9], a 
stereovision system enhanced with infrared technology is 



 

used for head pose recognition. The tracking system 
provides a dynamic update of template images for 
tracking facial features (mouth, eyes) and thus to estimate 
head pose. 

In this paper, we describe a new method based on 
computer vision to detect the presence of a person at sub-
room level. Our camera is also enhanced with infrared 
technology. The presence is determined by locating a 
passive badge carried by a person. By measuring whether 
the distance and orientation of the badge to the camera is 
below a critical threshold we wish to assess whether the 
user’s focus of attention is drawn to an object of interest. 

The paper is structured as follows. Next section 
describes the solution proposed. Afterwards, we present 
and discuss the obtained results. Following section will 
discuss potential applications of our system. Final section 
summarizes our conclusions regarding this research and 
presents the guidelines for future work.  
 
 
DESCRIPTION OF THE SYSTEM 
 
Overview 

 
Our system consists of two parts (see figure 1):  

- a perceiving component, represented by a LogitechTM 

webcam with an infrared filter and an array of infra -red 
LEDs placed around the camera in form of a ring;  
- a passive component, represented by a badge, which has 
reflector tape patches attached on it.  

The role of the filter is to let pass only those 
frequencies of the light that are close to the infrared rays 
spectrum. By using this kind of filter, the camera will 
perceive mostly the light that is reflected from these 
reflector patches. In consequence, background 
information is discarded from the beginning, making the 
image analysis process much simpler. 

The badge is a rectangle made of rigid paper and has 
attached patches of reflector tape (in shape of discs), on 
each of its four corners. A very important property of this 
material is that it reflects the infrared light back, on the 
same direction it came from the source (infrared LEDs). 
The size of the badge is 10x15 centimetres and the discs 
have a diameter of 2 centimetres.  

 
 

Existing solutions for depth estimation 
 

Usually, in order to estimate the 3D coordinates 
of a point in space, a stereovision system is needed. Thus, 
the 3D coordinates are estimated based on the pixel 
disparity, i.e. the difference in object pixels’ location in 
the pair of images captured by the two cameras. One of 

the disadvantages of using a stereovision system (besides 
its  
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Figure 1. The two components of our system:  
(a) a Logitech webcam provided with an IR-light source 
and IR filter and (b) the target with IR reflector material 

 
 
higher cost and necessity for specific hardware) is that 
accidental changes in the orientation of one of the cameras 
(which is very likely to happen in a dynamic environment 
like home or office), requires a recalibration of the whole 
system.   

As an alternative, there is also the possibility to 
estimate the 3D coordinates of an object using a single 
camera. Several techniques exist, some of them being 
reviewed below: range imaging [10] and [11], 
focus/defocus [12] and inverse perspective transform [13]. 

The technique based on range images (also called 
depth maps) implies the existence of structured lights, i.e. 
scenes illuminated by a known geometrical pattern of 
light. To compute the depth of at all the points in the 



 

image, the scene is illuminated one point at a time in a 
two-dimensional grid pattern. The 3D object coordinates 
are calculating computing the intersection of the camera’s 
line of sight with the light plane. 

The techniques based on focus/defocus consist of the 
existence of several images taken under different lens 
parameters. The image is modelled as a convolution of 
focused images, with a function determined by the camera 
parameters and the distance of the object from the camera. 
The depth is recovered by estimating the amount of blur in 
the image. 

None of the above techniques is suitable for our 
problem. The first one, because our system is assumed to 
work in a dynamic environment with continuously 
changing illumination conditions. The second one because 
it is not a solution for real-time applications. 

The inverse perspective transform allows the 
estimation of the 3D coordinates based on the information 
about the points and lines whose perspective projection 
we observe. Knowledge about the model of the object and 
relations with the perspective geometry constraints can 
often provide enough information to uniquely determine 
the 3D coordinates of the object.  

 
Proposed solution  

 
Following the inverse perspective transform 

approach, we found that in [7] for instance, a circular 
badge worn by subjects is located by the vision system. 
The distance to the target is estimated by fitting an ellipse 
around the projection of the target on the image plane and 
then by back-projecting this geometrical shape into its 
actual circular form, of known radius.  

In our case, we use another technique described in 
[13], which allows the 3D reconstruction based on the 
observed perspective projection of two parallel line 
segments. The method presented below, does not use any 
information regarding camera’s orientation. We always 
express the relative position of the person with respect to 
the camera. In consequence, small modifications in the 
camera position will not affect system’s performance.  

In a pre-processing step, we first binaries the input 
image (applying a fixed threshold) in order to segment the 
blobs corresponding to the infrared reflector patches from 
the background. After that, we apply an opening 
morphological filter in order to remove the “salt and 
pepper” noise that eventually exists after the binarization 
step. On the filtered image, we apply a connected 
component analysis to detect the centre of the four blobs.  

In figure 2 we give a graphical representation of the 
3D badge position and its projection on the image plane. 

The 3D coordinate systems is represented by (X,Y,Z) 
axis, while 2D coordinate system of the image plane is 
denoted by (u,v). Let us consider for instance the pair of 

parallel lines connecting the centres of the blobs that are 
situated along the vertical axis (height of the badge), AC  

 
 

Figure 2. 3D position of the badge and its projection on 
the image plane 

 
and BD. First, we calculate the cosines direction 
(m1,m2,m3) of the lines segments AC and BD, i.e. the angle 
that is formed with each of the three axis (X,Y,Z). Let be 
A(x1,y1,z1) the 3D coordinate of one end of  the line 
segment and C(x2,y2,z2) the 3D coordinates of the other 
end. The length of the AC line segment is L. By A’(u1,v1) 
and C’(u2,v2) we denote the projected coordinates (in the 
image plane) of these two points. Then, the following 
equations are used to retrieve the 3D coordinates of the 
first point of the line segment (f – represents the focal 
length of the camera). 
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Then, the 3D coordinates of the other end of the 

segment line can be calculated straightforward: 
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In a similar way, the 3D coordinates of the centres of 

the remaining 2 blobs can be calculated. This approach is 
valid under rigid body transformations assumption [10], 
that the object can change its position or orientation, 
without changing its size and shape. 



 

EXPERIMENTAL RESULTS 
 

Since we looked for a low-cost solution to our 
problem, we tested the algorithm on a PC of modest 
performances with 128 MB of RAM and a processor of 
730 Mhz. We set the frame rate of the webcam at 10 
frames/sec, which is acceptable for real-time tracking. Our 
webcam is not specifically infrared-sensitive, and in order 
to get an image where the reflecting patches are 
highlighted we needed to increase the duration of the 
exposure [10]. The image size was 640x480 pixels. 

The experiments performed were intended to assess 
the accuracy of the distance measured by the proposed 
algorithm. In the case of infrared technology, the only 
factor that can affect the performances of the algorithm 
described above is the amount of infrared radiation 
presented in the ambiance. We didn’t have access to a 
spectrometer in order to measure this level of radiation. 
But empirical experiments demonstrated the robustness of 
our system in case of diffused natural light, considered 
during different moments of the day, and also artificial 
light. In our view, these are the most likely scenarios in an 
office or home environment. We found that only direct 
sunlight, presented in the scene covered by the camera, 
can affect system’s performance. 

We estimated the accuracy of the distance measured 
when the target was positioned at orientations of 0, 30 and 
45 degrees respect with the camera. The dis tance range 
was set between 40 cm and 2 m.  For most applications 
inside a home or a small office space, it can reasonably be 
expected that the threshold distance relating to when a 
person is paying attention to a specific device, should fall 
within the mentioned range. The low-end of the distance 
range would corresponds when the user is in front of a PC, 
while the high-end would correspond for the case of  
“wall mounted display”.    

We collected the distance calculated by the proposed 
algorithm over a sequence of 350 frames, separately, at 
several distances and under several orientations of the 
target.   

Figure 3 shows the error average in distance 
measured under the mentioned conditions. The distance D 
to the target is expressed by averaging the z-component of 
the four points corresponding to the centre of the four 
reflecting patches attached to the badge and estimated as 
has been presented in the previous section: 
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It can be appreciated from the below images, that the 

error in distance measurement at 2 meters is about 4%. 
 

 
(a) 

 
(b) 

 
(c) 

 
Figure 3. The distance accuracy estimated over 

350 frames. Graphics (a), (b) and (c) correspond when the 
pattern is successively positioned at 0, 30 and 45 degrees 

with respect to the camera 
 

Besides the absolute error (in cm) calculated in 
reference to the measured distance, we also estimated the 
standard deviation of the data collected for each distance. 
Due to sensor inaccuracy or other errors, the initial results 
present a large variation. A Kalman filter [14] was applied 
in order to smoothen the variable calculated (distance) and 
to reduce its variance. Figure 4 shows the standard 



 

deviation of our data before and after the application of 
the filter. The improvements introduced by the application 
of Kalman filter are obvious. 

 
(a) 

 
(b) 

 
(c) 

 
Figure 4. Standard deviation for the distance measured 

before and after the filtering when the pattern was 
positioned at 0, 30 and 45 degrees respect with the camera 

 
In order to express the orientation of the badge with 

respect to the camera, we calculated the rotation angle 
around the Z axis (we assumed that the camera and the 

badge are more or less at the same level). This angle, 
denoted by ‘κ’ is expressed in terms of the dot-product 
between the normal to the image plane and to the badge, 
respectively, as shown in the following formula:  

 

 
(a) 

 
(b) 

 
(c) 

 
Figure 5. The angle average accuracy (in degrees) 

estimated over 350 frames. Graphics (a), (b) and (c) 
correspond when the pattern is successively positioned a 

0, 30 and 45 degrees with respect to the camera 
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The operator ‘•’ denotes the dot-product between the 

normal vector N1 and N2, while the operator ||…|| 
expresses the norm of the vectors N1 and N2, respectively. 
Figure 5 shows the average error in angle measurements 
(expressed in degrees) under the mentioned conditions. 

It can be seen that in general the error in angle 
measurement is around 5 degrees or less. The severe drop 
in angle precision that occurs at distances beyond 160 
centimetres can be explained that starting with this range, 
the image losses resolution, and thus it present less 
‘structure’. The lost of resolution leads to an increment in 
the error of estimation of blob centres, and subsequently, 
in the calculation of angles and distances between them. 

 
Discussion 
 

The current implementation of the system allows 
only one person to be detected. This can be seen as an 
advantage, since multiple users in front of the camera 
would create confusion to the system, at the moment to 
whom it should interact with. The detection range (up to 2 
meters) is intended to limit the operational area of the 
“smart device” in a neighborhood centred on it (otherwise, 
a bigger range could create ambiguity in response, if 
several “smart device” are close to each other). The 
purpose is to become aware, only when somebody is 
really close to it. It is assumed that the camera is placed in 
such a position in order to optimise the interaction 
between the user and the device that is attached to. We 
want to avoid situations in which, for objects of very large 
dimensions (like wall-mounted displays, for instance), 
when the user is facing towards the object, the user’s 
presence (the badge) cannot be detected by the camera. 
Similar approach has been taken in the applications 
reported in [8] and [9]. 

With the current design of the badge, the users 
behave in an anonymous way (they are indistinguishable 
by the system).  In some cases, anonymity may be 
preferred. This is the case of systems running in public 
areas (like information kiosks placed in museums for 
instance). In other cases, (like home environments) person 
identification is preferred in order to guarantee a 
personalized interaction with the user. The current 
limitation of the badge can be overcome, by extending it 
with another one, having encoded (through a number of 
dots) and thus giving an relative identity to the person 
who carries it. 

For a better assessment of the performances of our 
system, we compared it with some existing locating 

systems employing different technologies. Since our 
approach is aimed to work for resolutions of sub-room 
scale granularity, the comparison is done with systems 
that fall within this category. The ultrasonic location 
systems like those described in [4],  [5] and [6] have 
accuracy in distance measurement of 2-3 cm and 3 
degrees in angle measurement. The system based on 
computer vision techniques [7] has an accuracy of about 6 
cm in distance and 3 degrees in orientation. 

Compared with other computer-vision based systems 
[7], our approach has the advantage that can operate under 
very different illumination conditions. Even under very 
poor lightning (that can be a perfectly realistic scenario in 
a home-based environment), our system proof to be very 
robust. 

 

APPLICATIONS    
 
With the system proposed in this paper, we 

implemented a prototype of a “smart device”, namely an 
“aware display” endowed with visual perceiving 
capabilities (see figure 6) through the webcam embedded 
on the bottom. This device is envisioned to enclose a 
single-board PC [15]. By ‘miniaturizing’ its dimension, 
we pretend to create a “basic cell” for ubiquitous 
computing environments, transparent from the point of 
view of the user. 

 

 
 

Figure 6. A “transparent” representation for an 
ubiquitous computing component: a touch-screen 

enhanced with perceptive capability due to the embedded 
webcam 

 
With several units like the one from figure 6, we are 

currently developing a messaging application for a 
ubiquitous computing scenario. We pretend to have 
connected several “aware displays” (installed in different 



 

locations in our laboratories) to a message delivery server. 
Each time an “aware display” perceives the presence of a 
person in its vicinity, it sends a notification to the server. 
When a new message is available, it is displayed on the 
unit that sent the notification. This way, the messages are 
always shown on the monitor that is closest to the user at a 
given moment, without the necessity, from part of the 
user, to go to a specific location to check for new 
messages. In figure 7 we depict a sketch of the intended 
application. 
 

 

 
 

Figure 7. A sketch of the system architecture used for the 
distributed messaging application 

 
We consider this is a realistic scenario, taking into 

account that is very common that a person can be present, 
throughout the day in several locations, in a building, not 
only in his/her office. As an example, we can refer to the 
university environment, where the researchers, besides 
their office, often has to go to a lab to do some 
experiments or have to attend a discussion session in a 
meeting room. 

On the other hand, this application shows that the 
creation of an aware environment can be addressed 
incre mentally, starting with one perceiving device and 
dynamically add others, as they become available. 
 

CONCLUSIONS AND FUTURE WORK 
 
In this paper we proposed a new, low-cost solution 

to detect user’s presence at sub-room level resolutions. 
This approach pres ents a high robustness against varying 
lightning conditions. The detection range is between 40 
centimetres and 2 meters, which makes it suitable for a 
large variety of applications. In consequence, this will 
allow a redefinition of the term “near”, depending on the 

context the application will be developed for. A prototype 
of a “smart device” making use of our system was 
presented, together with an example of a messaging 
application that is currently under development. 

While the presented method gave some very 
encouraging results, it obligates the person to wear the 
badge attached to his clothes.  In everyday context this 
can be an onerous obligation for the user.  On the other 
hand, it provides a direct mechanism to the user to control 
when his/her activities are monitored and responded to, by 
simply adding or removing it.  

There are several alternative technologies to detect 
user proximity, e.g. using ultrasound signals.  These 
approaches can work accurately in domestic 
environments, but interference with other electronic 
devices could affect their robustness.  However, computer 
vision is better suited for the specific problem of detecting 
the direction the user is facing in. In our next step we shall 
investigate the feasibility of detecting user’s attention 
without the need for reflecting badges, by directly 
detecting the human face and head pose in the scene. 
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